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Abstract

We introduce a simple, general, and convergent scheme to compute generalized
eigenfunctions of self-adjoint operators with continuous spectra on rigged Hilbert
spaces. Our approach does not require prior knowledge about the eigenfunctions,
such as asymptotics or other analytic properties. Instead, we carefully sample the
range of the resolvent operator to construct smooth and accurate wave packet ap-
proximations to generalized eigenfunctions. We prove high-order convergence in key
topologies, including weak-* convergence for distributional eigenfunctions, uniform
convergence on compact sets for locally smooth generalized eigenfunctions, and con-
vergence in seminorms for separable Frechet spaces, covering the majority of physical
scenarios. The method’s performance is illustrated with applications to both differ-
ential and integral operators, culminating in the computation of spectral measures
and generalized eigenfunctions for an operator associated with Poincaré’s internal
waves problem. These computations corroborate experimental results and highlight
the method’s utility for a broad range of spectral problems in physics.
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1 Introduction

The spectrum of any finite matrix consists only of discrete eigenvalues. However, many
linear operators in physics have a continuous spectral component. Common examples
include differential operators [31,49,70], coupled systems of differential equations [32,39,
48, 56], as well as differential-integral operators and singular integral operators [16, 26,
41,54]. In particular, operators associated with physical systems that scatter or radiate
energy often exhibit a combination of continuous and discrete spectra [2,23,61].
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If a self-adjoint operator A has a continuous spectral component, then the eigenvec-
tors of A do not form a basis for the Hilbert space H and do not diagonalize A. How-
ever, one may look beyond H for generalized eigenfunctions, linear functionals acting on
dense subspaces of H, associated with points in the continuous spectrum. Generalized
eigenfunction expansions have a rich history with roots in the theory of singular Sturm—
Liouville problems [75], ordinary differential equations [28,42-45], and elliptic partial
differential equations [4, 5, 10,27, 38,53]. See for example, the work of Povzner [55],
Ikebe [36], and Agmon [1], who used these expansions in scattering theory, and the ab-
stract generalizations given by Kuroda [46,47] and Kato and Kuroda [40]. Later, Gelfand
and collaborators [29,30] showed that generalized eigenfunction expansions for a broad
class of self-adjoint operators can be established within a rigged Hilbert space, that is,
a Gelfand triple consisting of three nested spaces ® ¢ H C ®*.! Here, ® is a nuclear
space and ®* is its dual [8, Section 29.1]. The nuclear spectral theorem states that if A
is self-adjoint with A® C ®, then A has a complete set of generalized eigenfunctions in
®* [29,30]. It is often stated that employing the rigged Hilbert space framework for diag-
onalization affords a physically meaningful and mathematically rigorous interpretation
of the Dirac bra-ket formulation commonly utilized in quantum mechanics [18,59].

Despite the appearance of continuous spectra in domains across pure and applied
mathematics, there have been relatively few general and convergent numerical algorithms
to compute continuous spectral properties. Recently, such schemes been developed for
projection-valued spectral measures [12-14]. However, several key challenges stand in
the way of a computational framework for generalized eigenfunction expansions.

e Generalized eigenfunctions are linear functionals on an infinite-dimensional space.
Given finite resources on a computer, what form should our approximations take?

e Theoretical foundations for computing spectral measures are inherently Hilbert space
theoretic, yet nontrivial generalized eigenfunctions are not elements of a Hilbert space.
Can we develop a rigorous foundation for our computational framework?

e In many practical situations, generalized eigenfunctions have important additional
regularity beyond that of a generic linear functional (for example, locally smooth
generalized eigenfunctions of singular Sturm-Liouville problems). Can our general
approximation scheme capture these additional fine properties?

To address these questions, we outline a simple procedure for computing high-order
approximations to generalized eigenfunctions in a rigged Hilbert space. By carefully
sampling the resolvent operator in the complex plane, we construct smooth wave packet
approximations formed from a narrow band of spectral content. These wave packets
are easy to work with on the computer because they are proper functions in a smooth
subspace of the Hilbert space. However, as the effective bandwidth of spectral con-
tent decreases, these wave packets approximate the action of generalized eigenfunctions
within the rigged Hilbert space. Our approach can be understood as a generalization of

!The term “rigged” is a translation of the Russian participle “osnashchyonoe” indicating that the
Hilbert space has been equipped with the additional structure of the triple ® C H C ®*.



Stone’s formula [67] and the limiting absorption principle to high-order approximations,
offering improved accuracy and stability for numerical computation.

Our approximations are accompanied by a rigorous theory of high-order convergence.
We show that the wave packets converge to generalized eigenfunctions in the weak-*
topology on ®*, i.e., that the coefficients of test functions in the generalized eigen-
function expansion converge at a rate controlled by the local regularity of the spectral
measure (see Theorems 1 and 2). Moreover, we show that the wave packet approxima-
tions capture important and natural fine properties of the generalized eigenfunctions:
they converge uniformly on compact sets where the generalized eigenfunctions can be
identified locally with continuous functions (see Theorem 3). We also provide general
conditions for weak and seminorm convergence to generalized eigenfunctions in Suslin
spaces (see Theorem 4), a class of separable locally convex spaces that capture most
physically relevant spaces used in applied analysis, including Frechet spaces (hence, Ba-
nach and Hilbert spaces) and the usual spaces of distributions and test functions [69].

Crucially, our method is widely applicable and easy to implement. It does not require
prior knowledge of the eigenfunctions, such as the matching asymptotics typically used
in scattering algorithms. The result is a theoretically sound, user-friendly tool that opens
the door to computational spectral analysis in rigged Hilbert spaces to mathematicians
and scientists alike. The source code for the algorthms and numerical experiments in this
paper are available in a public repository at https://github.com/SpecSolve/GenEigs.

The paper is organized as follows. In Section 2, we discuss generalized eigenfunction
expansions and their construction via spectral measures. We illustrate with two canon-
ical examples. Section 3 introduces our method and several convergence theorems. We
include a variety of numerical examples with differential and integral operators. In Sec-
tion 4, we use our method to compute spectral measures and generalized eigenfunctions
of an operator that governs Poincaré’s internal waves problem. Recent interest in the
analysis of this operator and its spectral properties has surged [15,19,21,22,68,72,73]. We
demonstrate the effectiveness of our methods by computing generalized eigenfunctions,
which corroborate experimental realizations of internal waves as observed in [35].

Notation: We denote the duality pairing between a topological vector space ® and its
dual ®* by (:|-). The inner product on a Hilbert space H is (-,-), which is conjugate
linear in the second argument, and the associated Hilbert norm is || - ||. Throughout,
A: D(A) — H is a self-adjoint operator on H with domain D(A) and spectrum denoted
by the set A(A) C R. The resolvent of A is R4(z) = (A — 2)~!, a bounded operator on
H for every z ¢ A(A) with operator norm ||R4(2)|| = 1/dist(z, A(A)) < 1/|[Im(z)|. The
characteristic function of a set €2 is denoted by xq.

2 Diagonalization in a rigged Hilbert space

Here, we examine two classical methods for diagonalizing a self-adjoint operator on a sep-
arable Hilbert space H. The first method, suitable for any self-adjoint operator, employs
projection-valued spectral measures. The second method is applicable specifically when
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the Hilbert space is equipped with a dense nuclear subspace; here, generalized eigenfunc-
tions are employed to diagonalize the operator. These generalized eigenfunctions can be
explicitly constructed using the projection-valued measure.

2.1 Diagonalization by spectral measures

A self-adjoint operator A acting on a separable Hilbert space H may not possess a
basis of eigenfunctions, or indeed any eigenfunctions at all. Nevertheless, it is always
diagonalizable using a projection-valued measure, as described in [58, Thm. VIIL.6]. A
projection-valued measure, also known as a resolution of the identity, is a countably
additive function E : B(A(A)) — B(H) that assigns an orthogonal projector to each
Borel-measurable set S € B(A(A)). These orthogonal projections are complete in H and
diagonalize A in the sense that

f:/dE()\)f VfeH  and Au:/)\dE(/\)u Yu € D(A). (1)
R R

The projection-valued measure E extends the notion of orthogonal projectors onto
eigenspaces, typical for a self-adjoint matrix, to the broader context of self-adjoint oper-
ators. The primary goal of our study is to extend this framework to compute projections
onto generalized eigenspaces for operators, especially those with a continuous spectrum.

Given any f € H, the scalar-valued spectral measure of A with respect to f is defined
by pus(S) = (E(S)f, f). If f is normalized such that ||f|| = 1, then ps is a probabil-
ity measure on R. In quantum mechanics, where A represents an observable and f
a quantum state, py describes the likelihood of various outcomes upon measuring the
observable. The Lebesgue decomposition of iy [65] allows us to write the spectral mea-
sure as a sum of absolutely continuous, singularly continuous, and discrete components,
where we take absolutely continuous with respect to the Lebesgue measure dA. This
can be represented as:

dur(N) = prN) A+ duf )+ DT (P f f) S = M) dA, (2)
A EAP(A)

continuous part

discrete part

Here, AP(A) is the set of eigenvalues of A, 6(A — \.) denotes a Dirac point mass located
at eigenvalue A\, of A and Py, is the orthogonal projector onto the invariant subspace
associated with A,. The mixed spectral measure with respect to fi, fo € H is defined
by pf . 5,(S) == (E(S)f1, f2) for S € B(A(A)), and can be recovered from the set of
measures {us : f € H} using the polarization identity.

2.2 Diagonalization by generalized eigenfunctions

While the eigenfunctions of A may not span H, many operators encountered in appli-
cations possess generalized eigenfunctions. These are distributions that act on a dense
subset of H. Suppose ® is a topological vector space that embeds continuously and



densely into H. Let ®* denote its topological dual, which is the space of continuous lin-
ear functionals on ®. Under the typical identification H = H*, the embedding H — ®*
is continuous and dense. Moreover, the inner product on H aligns with the duality pair-
ing between ® and ®*. Specifically, for ¢ € H (also in ®*) and ¢ € ® (also in H), the
relation (|¢) = (¥, @) holds. The triplet of embedded spaces, ® C H C ®*, is termed
a rigged Hilbert space. This is also called a Gel’fand triple.

If the space @ is invariant under A, meaning AP C &, we can search for distribu-
tional solutions to the eigenvalue problem. A functional v € ®* is termed a generalized
eigenfunction of A if there exists a scalar A such that

(V[Ad) = Mylo) Vo e . (3)

Notably, any eigenfunction v € H is also a generalized eigenfunction. This is because
(u|Ag) = (u, Ap) = (Au, ¢) = Nu, ¢) = N(u|¢). If @ is a nuclear space, the generalized
eigenfunctions are complete and diagonalize A. The space @ is termed countably Hilbert
if its topology is generated by a countable system of compatible norms, which are induced
by inner products [30, Ch. 3.1]. Moreover, it is called nuclear if every one-parameter
family of continuous linear functionals on ® with weakly bounded variation also has
strongly bounded variation (see, e.g., p. 178 of Gel'fand and Shilov [29] for further
construction, characterization, and illustrations of nuclear spaces).

When @ is a nuclear space, a complete set of generalized eigenfunctions diagonalizing
A can be constructed explicitly using the projection-valued measure E as follows [29,
Ch. IV]. For a < b, we let A% = (a,b). Consider a fixed f € H. For any h > 0, note that
|]E(A§+h)fH2 = ,uf(Aﬁ'H‘). Suppose that uf(A:\\+h) > 0, then we can define the vector

(h) 1 Ah 1
W) = B = [ 1dBw)f,
SN A pp (AT Jayen

It follows that

HAug\h) — )\ug\h)H =

- nazn] <]

so that ug\h) is ‘almost’ an eigenfunction. This motivates taking the limit h | 0 in &%,

and it can be shown that the weak limit

1
uy = lim ———— - B(AMM ¥, (4)
mo pp(AyTr)

exists for pp-a.e. A € R as a continuous linear functional on ®. Moreover, the measure
fre is pp-absolutely continuous for all ¢ € ® and the action of uy is given by the
Radon-Nikodym derivative [29, pp. 184-18]

(ul) = W(A) Vo € a. (5)



The functional uy € ®* is a generalized eigenfunction of A, satisfying (ux|A¢) = A(ux|®)
for all ¢ € ®. Moreover, any function ¢ € ® in the subspace of H spanned by functions
of the form E(A* ) f has the expansion

6= /R (waldyusdus (V) with ]2 = /R (s |6) 2 dpiy (A). (6)

Since H can be written as a direct sum of such subspaces, one can construct a complete
set of generalized eigenfunctions of A that have the form in (4). That is, let H = @®rcsHy
where each subspace Hy, is spanned by {E(A* ) fi}rer, for fi € H, k € S, where S is
countable. There is a complete set of generalized eigenfunctions uy j € ®* such that, for
any ¢ € P,

¢ = Z/ (uakl@)urrdpp (X),  and  Agp = Z/ Mugld)ux g dpg, (A). (7)

kes /R kes /R

This expansion can be found in, e.g., Remark 1 on pp. 188-189 of Gel’fand and Shilov [29].
The number of nonzero functionals uy j, for k € S, associated with a point A € A(A) is
the multiplicity of the generalized eigenvalue A.

2.3 Two canonical examples

To illustrate the abstract framework for diagonalization in a concrete setting, we intro-
duce two canonical examples. We will return to these examples to illustrate fundamental
approximation properties and numerical considerations for our scheme in Section 3.

2.3.1 Multiplication operator

First, let = (—1,1) and consider the multiplication operator P on H = L?(Q) defined
by [Pu](x) = p(z)u(x), where p(x) = x3—z. We rig H with the nuclear space ® = C*°()
of infinitely differentiable functions on §2 and its continuous dual, the space of compactly
supported distributions on 2. Polynomial multiplication operators and perturbations
thereof play a distinguished role in the theory of differential and pseudodifferential op-
erators and provide simple pedagogical illustrations of key phenomena [3,34,74].

The spectrum of P is absolutely continuous with A(P) = [~2+/3/9, 21/3/9], which is
simply the closure of the range of p(x) on . Each point A in the spectrum is associated
with generalized eigenfunctions of the form §(xz — xx) where p(zx) = A. In other words,
the generalized eigenfunctions are Dirac delta distributions centered at points in the
preimage of X\ under the map z — p(x). The spectral measure duys, = pyqsdA can be
inferred from the quadratic form via a change of variables \ = p(x):

[ _ = [ (N))g( (V)
pro) = [ s = [ (P)/\Z[ ) o @

Here, each function p; ', k = 1,2, is a branch of the inverse of p(z) with domain A(P).
Comparing (8) with the diagonalization identity in (1) (after taking inner products with



Inverse branches of p(z) = 2 — = pr(N)
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Figure 1: Branches of the inverse of p(z) = 2% — x, denoted p,zl for £ = 1,2, are plotted in the
left panel. The associated spectral measure of the multiplication operator [Pu](x) = (2° —x)u(x)

with respect to f(z) = (2 4 z) cos(2mz) has singularities at the endpoints and the origin.

g on both sides) leads to the identification (a.e. with respect to Lebesgue measure)

RS f(p,f(A))g(p,;l(A))]
pfg(A) = kzl [ P O) for almost every A € A(P). (9)

The branches p~! (k) and the Radon-Nikodym p ¢ of the spectral measure with respect to
f(x) = (2+x) cos(2mx) are plotted in Fig. 1 with the singularity locations of p; indicated
by dashed lines in each. Notice that the spectrum has multiplicity 2, corresponding to
the two branches of the inverse, except at the point A = 0 where the branch p~1())
has a jump discontinuity and the spectrum has multiplicity 1. When f,g € &, the
density py, is infinitely differentiable except for a possible jump discontinuity at A = 0
and blow-up singularities at the endpoints A = £2v/3/9 of the spectrum. We examine
several examples in detail in Section 3 to illustrate the connection between singularities
of spectral measures and multiplicity changes, and we quantify the local influence of
singularities in the Radon-Nikodym py on our numerical approximations in Section 3.3.

2.3.2 Differential operator

Next, consider the differential operator Au = —u” defined on W?2(R), the space of square-
integrable functions on the real line possessing two weak square-integrable derivatives.
Then, A : W2(R) — L?(R) and we can rig L?(R) with the dense subspace of functions
in the Schwartz space S(R) and its dual S*(R), the space of tempered distributions.
The spectrum of A is absolutely continuous on the positive real axis and A is unitarily
equivalent to multiplication by 22 under the Fourier transform.

Although A has no eigenfunctions in L?(R), we can calculate its generalized eigen-
functions with two integration-by-parts:

/ 6i2m’kxA¢(x) dr — 47T2k2/ eiQﬂikz(b(x) dz,

—0o0
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Figure 2: Branches of the inverse of the Fourier multiplier p(x) = 22 associated with the operator
[Au](z) = —u"(x). The associated spectral measure of A with respect to f(z) = exp(—mrz?) has

a single singularity at the endpoint A = 0 of the spectrum.

whenever ¢ € S(R). This means that the generalized eigenfunctions of A are Fourier
modes, which are complete in S(R). Note that there are two generalized eigenfunctions
exp(+iv/Az) associated with each point A € A(A) = [0, +00), that is, each generalized
eigenvalue has multiplicity two. With a change-of-variables argument in the Fourier
domain, similar to (8), we obtain

o (2)(2) (2 ()

where u(k) = [; e~2mkzy () do denotes the Fourier transform of the square integrable
function u € L%(R). If f, g € ®, then the spectral measure is again infinitely differentiable
except possibly at the endpoint A = 0 of the spectrum. The inverse branches of the
Fourier multiplier p(x) = 2 associated with A are plotted in Fig. 2 (left panel) along with
the Radon-Nikodym derivative ps of the spectral measure with respect to exp(—mrz?)
(right panel). The singularity of py at A = 0 is indicated by a dashed line.

3 Computing generalized eigenfunctions

To compute generalized eigenfunctions, we employ wave packet approximations of the
form:

ul = /RKe()\ ~NdENf,  feH. (10)

In this expression, f is a fixed vector in H. The family { K.}~ represents approximate
identities, also known as smoothing kernels, with K.(z) = K (z/¢)/e for some K € L'(R).
As ¢ — 0, the approximation u;) € H is formed from a wave packet of generalized
eigenfunctions increasingly concentrated near the point A. One could also consider the
choice of K as x[x x+¢/1 f(Aiﬂ), which recovers the difference quotient in (3). However,



this choice is computationally impractical. A computational scheme relying on this
particular K. necessitates further approximations to evaluate the convolution in (10).
As an alternative, we utilize a family of rational kernels that approximate the identity,
allowing for a direct evaluation of the convolution in (10) using the resolvent R4(z).
Our approach generalizes schemes based on Stone’s theorem and limiting absorption
principles to high-order approximations with improved accuracy and stability properties
for numerical computation.

We begin with a basic illustration using the Poisson kernel to elucidate key ap-
proximation properties in the context of two canonical examples: multiplication and
differentiation operators. However, the Poisson kernel leads to a method with a slow,
order-one, convergence rate. To overcome this, we develop high-order analogs of the
Poisson kernel, providing convergence rates for weak and pointwise approximation of
generalized eigenfunctions for suitable classes of operators. We end the section with
further examples.

3.1 The Poisson kernel

To illustrate, let K.(A) be the Poisson kernel for the half-plane [65, p. 111]. The func-
tional calculus links (10) to the resolvent of A, as

u(e):1/€d~E(~)‘)f:1 [ Y Vaedys
A RA—AN2+e"  2m Jrp [A—X—ie A—X+ie (11)

27T [RA( — Ze)f — RA()\ + 26)] f

For almost every point A € A(A), the convolution on the left converges to a renor-
malized generalized eigenfunction, associated with A, in the sense of distributions as
€ — 0 [20]. On the other hand, the right-hand side can be computed directly by apply-
ing the resolvent to f € H, i.e., by numerically solving the two linear operator equations
(A— (Atie))ur = f and taking the difference of the solutions. This relationship be-
tween the resolvent “jump” and the generalized eigenfunctions is analogous to Stone’s
theorem for spectral measures [67]. To illustrate the basic features of this general com-
putational approach, we examine several canonical examples: polynomial multiplication
operators, constant coefficient differential operators, and perturbations thereof.

3.1.1 Example 1: Multiplication operator

First, consider the multiplication operator [Pu](x) = (2® — z)u(x), where z €=
(—1,1), from Section 2.3.1. Given f € C*°(Q2), we use the change of variables A = p(x)

to explicitly compute the action of ug\e) on ¢ € C*(2). We find that

(u/\,¢> Z((P A+ie) Hf— (P —X—ie) ' f, 4)

1 ef@)ol LA e () o (12
= Lot /p)“ Nte o
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Figure 3: Approximate generalized eigenfunctions u( 9 with e = 0.01 at A = 0.1 (blue) and
A = 0.01 (red) are plotted in the left panel. The peaks correbpond to locations of intersections of
the plot in the left panel of Fig. 1 with vertical lines at A\. Notice the “ghost” of the generalized
eigenfunction at x =1 appearln% as A — 0T, where the spectral measure p; has a jump discon-
tinuity. The relative error in |¢ is plotted against € > 0 (right panel) for A = 0.1 (blue),
A =0.01 (red), and A = 0.001 (yellow) with ¢ = (1 4 ) cos(mz).

The right-hand side is simply the convolution of the density ps 4 with the Poisson kernel
and, therefore, converges pointwise to pf(A) for all A € 2\ {0}. In other words, as
e — 0, we have that in the sense of distributions on [—1, 1],

2

uO@) = 3 For )8 —pt V), for A€ 9\ {0 (13)
k=1

We obtain a generalized eigenfunction of P associated with A, essentially a projection of
f onto this generalized eigenspace.

Note that if we only assume that f € H = L?*() (instead of ® = C®(Q)), we
can only conclude that convergence occurs for almost every A € (—1,1), i.e., at the
Lebesgue points of the integrand in (12) (c.f. Theorem 1). However, convergence holds
at every A € Q\ {0} when f € C*(Q) and can even be upgraded as u/\e) actually
converges weakly in the sense of measures [6]. Two wave packet approximations of
generalized eigenfunctions of P, with A = 0.1 and A = 0.01, are shown in the left
panel of Fig. 3, computed using f = (24 z)cos(27wz). The relative error in <u)\ |),
with ¢ = (1 + z) cos(mz), is plotted against 1072 < e < 1 for A = 0.1, 0.01, and 0.001
in the right panel. The asymptotic convergence rate is O(eloge) and explicit bounds
predict the larger observed errors when A is closer to the singularity of py at A = 0
(see Section 3.3).
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3.1.2 Example 2: Differential operator

Next, we consider the differential operator Au = —u” from Section 2.3.2. Computing
R 4(z) via Fourier transform, we find that

€ 1 CN— CN— 1 o fk mikx
ug):%[(A—)\Jrze) Lf— (A= X —ie) 1f]:ﬂ/m(4ﬂ2k;_(;)2+6262 ke .
(14)

By taking an L?(R) inner product with ¢ € S(R) and applying Fubini’s theorem to
interchange the order of integration, we see that

<u<;>|¢>:1/°o : cf(K)ok) .

T J_oo (4m2k2 — X)2 + €2

1 e £ (va/em) & (Vi em) + f (—vi/2m) 6 (- i/ 2m)| gy
/O (y — A\)? + €2 47T\/37'

Since f(ﬁ € S(R) when f,¢ € S(R), the integrand on the right-hand side is smooth for
each A > 0. Therefore, because the Poisson kernel is an approximation to the identity,
the right-hand side converges pointwise as € — 0 for each A > 0:

iy (u16) = = [f <ﬁ> ; (f) +f (;f) ; (;f)] = preN).

Therefore, we again have convergence in the sense of distributions, i.e.,

E\e)(x) — 4;\5 [f <\2/7TX> eV f <_2\f> eiﬁx] as € — 0. (15)

As before, the wave packet converges to the projection of f € ® onto the generalized
eigenspace associated with A, which has multiplicity two in this case (if A # 0). The
factors of f(£vA/(27))/vA make the computed generalized eigenfunctions orthogo-
nal with respect to Lebesgue measure on the continuous spectrum rather than py, as
in Section 2.2, and correspond to the appearance of ps(A) in the convergence analysis
in Section 3.3. Note that one could have also taken sines and cosines instead of complex
exponentials. The generalized eigenfunction coordinates would then be given by sine
and cosine transforms instead of the standard Fourier transform, but u§, the projection
of f onto the span of generalized eigenfunctions for A, would not change.

As in Example 1, note that if f € L?(R), c convergence is only guaranteed for almost
every A > 0, ie., at the Lebesgue points of f(k)p(k) (c.f. Theorem 1) [65, p. 106].
However, convergence can again be upgraded for f € S(R). Since f(k)e ™™ is itself a
Schwartz function, convolution with the Poisson kernel after the change of variables con-
verges pointwise in z € R, for each A > 0. Figure 4 compares the generalized eigenfunc-
tion cos(v/Az) to the wave packet approximation computed with f(z) = exp(—z2)/\/7
(left) and displays the maximum pointwise relative error of the approximation over the
interval [—10,10] as € — 0 (right).

™
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Figure 4: An approximate generalized eigenfunction ug\e) with ¢ = 0.01 at A = 1 (blue) is
compared point-wise with the generalized elg;enfunctlon ux(x) = cos(z) in the left panel (gray).
The maximum pointwise relative error in uy’ over z € [—10, 10] is plotted against e (right panel)
for A = 10 (blue), A = 1 (red), and A = 0.1 (yellow). The error increases as A approaches the
endpoint of the spectrum (A = 0) where p; is singular.

3.2 Rational convolution kernels

The wave packet approximations computed using the Poisson kernel converge slowly to
generalized eigenfunctions as the smoothing parameter e decreases (see Figs. 3 and 4).
For accurate wave packet approximations, one must take € small and evaluate the re-
solvent R4(z) close to the spectrum of A. This leads to two numerical challenges. The
associated linear systems typically require more computational degrees of freedom to
solve accurately as € — 07 and they also become increasingly ill-conditioned [13,14]. To
improve the convergence rates, we replace the Poisson kernel in (11) with higher order
kernels. By increasing the rate of convergence in €, we are able to compute accurate
wave packet approximations without evaluating the resolvent close to the spectrum of

A.

We consider a symmetric rational kernel in partial fraction form,

K(m):l_i[ aj aj}’ (16)

27 r—a; T—a;
j=1 J J

where the poles aq,...,a, are distinct points in the upper half-plane and aq, ..., q;m,
are their associated complex residues. We say that K is an mth order rational kernel if
it satisfies the following normalization, zero moments, and decay conditions [14].

Definition 1 (mth order kernel). Let m be an integer > 1 and K € L*(R). We say K
is an mth order kernel if it satisfies (i)-(iii):

(i) Normalized: [p K(x)dx = 1.

(it) Zero moments: K(x)x! is integrable and [, K(x)z/de =0 for 0 < j < m.
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Figure 5: Rational kernels of order m = 1,...,6 with equispaced poles in [—1 + i,1 + i] are

plotted in the left panel. A higher order approximation (m = 3) of the generalized eigenfunction
in Fig. 4 improves the point-wise accuracy over a large interval with the same value of € = 0.01.

(iii) Decay at +o00: There is a constant Ck, independent of x, such that

Ck

K (z)| < W;

z eR. (17)

The Poisson kernel in (11) is a first-order rational kernel since it is integrable but
does not have higher integrable or vanishing moments. For any distinct poles ay, ..., an,
we can compute residues ai, ..., a;, so that the kernel in (16) is an mth order kernel.
This is done by solving the system [14]

1 e 1 a1 1
al a (65) 0

. " =11 (18)
a’ln_l am—1 m 0

For m > 2, mth order rational kernels can provide higher orders of accuracy than the
Poisson kernel as € — 0 in (11). The functional calculus links (10) to the resolvent again,
but in place of (11), we obtain

uf\e) = Z apRa(N + eag)v — apRa(A + eag)v. (19)
k=1

The approximate generalized eigenfunction, ug\e), is again computed by numerically solv-

ing a sequence of (discretized) operator equations and taking linear combinations.

The first six rational kernels (of orders m = 1,...,6) with equispaced poles in
[-1 + 14,1 + 4] are plotted in the left panel of Fig. 5. A wave packet approximation
of the generalized eigenfunction in Fig. 4, computed with a 3"-order rational kernel,
is plotted in the right panel of Fig. 5. The higher order approximation is point-wise

13
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Figure 6: The relative error in (ug\e) |¢) at A = 0.01, for the multiplication operator in Section 3.1.1

with ¢ = (1 + ) cos(mx), is plotted against € (left panel) for kernel orders m =1 (blue), m =3

(red), and m = 5 (yellow). The maximum point-wise relative error in ,uf\e) (z) for z € [—10, 10],

at A = 0.1, is plotted against e (right panel) for the differentiation operator in Section 3.1.2 for
=1 (blue), m =2 (red), m = 3 (yellow).

accurate over a significantly larger interval than the Poisson wave packet approximation
with the same value of ¢ = 0.01. Figure 6 compares weak (left panel) and point-wise
(right panel) convergence rates of higher order wave packet approximations for the mul-
tiplication and differential operators from Section 3.1.1 and Section 3.1.2, respectively.
Note the improved convergence rates, which allow us to compute accurate wave packet
approximations without solving computationally expensive linear systems at smaller e.

3.3 Convergence theory

We now study the convergence and approximation error for the approximate generalized
eigenfunction uf\e) defined in (19). First, we show that for any ¢ € ®*, the generalized
elgenfunctlon coordinates of ¢ converge at almost every point in the continuous spectrum,
i.e., that (u/\ ) = pr(X)(ur|p) as € — 0. The appearance of py(A) indicates that the
wave packet approximations converge to a re-normalized set of generalized eigenfunctions
on the absolutely continuous spectrum. The measure ¢ in the Parseval relation in (6) is
replaced by Lebesgue measure and the density function p¢(A) is absorbed into the wave
packet approximations to the generalized eigenfunctions. The proofs are in Appendix A.

Theorem 1. Let A : D(A) — H be a selfadjoint operator on a rigged Hilbert space
& C H C ©*, where ® is a countably Hilbert nuclear space and A® C ®. Let K be an
mth order rational kernel satisfying (i) — (iii) in Definition 1 and Eqs. (16) and (18),
and, given f € @, let uf\e) be the associated wave packet approximation in (19). If the
spectrum of A is absolutely continuous in the interval Q@ = [a,b], then for each ¢ € P,

lim <U,\ ) = pr(X)(ur|o) for a.e.-\ € int(Q2),

e—0t

where, uy € * is a generalized eigenfunction of A satisfying (3).
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Proof. See Appendix A. O

In particular, the convergence in Theorem 1 holds at every point of continuity of
pt6 and, more generally, on the Lebesgue set of p 4 (see Appendix A). For practical
numerical computation, understanding the approximation error and convergence rate
for specific test functions in ® is crucial. The rational convolution kernels achieve higher
orders of convergence in regions of the absolutely continuous spectrum where py 4 is
locally smooth. We use Holder continuity in this context to establish the convergence
rates. The space of functions with n > 0 continuous derivatives on a closed interval
Q= [a,b] (a < b) and with an a-Hélder continuous nth derivative is denoted by C™%(€2).

Theorem 2 (Weak-* convergence rates). Suppose that the hypotheses of Theorem 1 hold
and, additionally, suppose that the restriction of the Radon-Nikodym derivative py 4 to
the interval Q = [a,b] is in C™*(Q). Then for any fized A € int(Q2),

(w5, 8) = pr(N{url9)| = O(**) + O( ™ log(e).  as € =0,

Proof. See Appendix A. O

The improved convergence rate for m > 2 as € — 0 allows us to accurately approxi-
mate generalized eigenfunctions without taking € > 0 very small, i.e., without evaluating
R 4(z) at points very close to the spectrum of A. This improves the algorithmic efficiency
and numerical stability of the wave packet approximation scheme.

As examples Sections 3.1.1 and 3.1.2 illustrate, the weak limit in (3) sometimes
holds in a finer topology, and the generalized eigenfunctions may even be identified with
elements of a classical function space. This phenomenon is typical of examples involving
elliptic partial differential operators because locally smooth generalized eigenfunctions
(and smooth wave packet approximations) are implied by regularity theory. Our next
result provides, for locally continuous and locally bounded generalized eigenfunctions,
sufficient conditions for the wave packet approximations to converge locally uniformly.

Suppose that A acts on a space of square-integrable functions L?(S,v), where S
is a metric space with strictly positive measure v (recall that v is strictly positive if
every open set is v-measurable and every non-empty open set has nonzero v-measure).
We call K C S a compact domain if it is the closure of a nonempty open connected
set with bounded diameter. If ®|x denotes the set of ¢ € ® with compact support
in K and ®|f is dense in L?(K,v) C L?(S,v), then ®|x separates points in C(K): if
f e CK) and [,¢fdv =0 for every ¢ € ®|g, then f = 0. In this case, we say
that ¢ € ®* is continuous on K if there is a continuous function |, € C(K) such
that (|¢) = [ ¢9[x dv for all ¢ € ®|x. Given a closed interval Q € R, we say that
u: K x§ — C is K-uniformly continuous on € if for any 6 > 0 there is a 8 > 0 such that
A — N| < ¢ implies |u(x,\) — u(z,\)| < § for all z € K. Similarly, u is K-uniformly
(n, a)-Holder continuous on Q if [|u(z,-)[|cn.a(q) is uniformly bounded on K.

Theorem 3 (Uniform convergence on compact sets). Let the hypotheses of Theorem 1
hold with H = L?(S,v) for metric space S and strictly positive v. Given compact domain
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K C S, suppose ®| is dense in L*(K,v) and uy is continuous on K for all A\ € R with
supyeg llualxllox) < oo. Given A € int(Q) and § > 0 such that I = [A. — 6, A\ + 0] €
int(Q), if (x, A) = pr(Nur|r(z) is K-uniformly continuous on I and UE\?‘K € C(K),

lim sup|u{” (z) — py(A)un, ()] = 0.

e—=0t zeK *
Moreover, if (x,X) = pr(Nun|k(x) is K-uniformly (n,o)-Hélder continuous on I with
nonnegative integer n and o € [0,1], then

sup W8 () — pr(A)un, ()] = O + O(¢™ og(e)), as  e€— 07T

Proof. See Appendix A. O

Note that Theorem 3 may be applied to both L*(RY) and ¢2, the space of square-
summable sequences, as well as weighted variants of these spaces. For example, in the
case of 2, S = N is equipped with the open sets of the discrete topology so that the
counting measure is strictly positive. For both L?(R?) and ¢2, the standard rigging em-
ploys nuclear spaces (S and the space of rapidly decaying sequences, respectively) that
satisfy the density requirement in L?(K,v) for compact domains K. Consequently, The-
orem 3 provides useful criteria for convergent wave packet approximations to scattering
states of discrete Hamiltonian operators on lattices in condensed matter physics [13].

Even when the generalized eigenfunctions are not elements of classical function spaces
(at least, locally), the wave packet approximations may still converge in a stronger topol-
ogy than that of ®*. For example, the wave packet approximations to the multiplication
operator’s Dirac delta eigenfunctions in Section 3.1.1 converge weakly in the sense of
measures. Below, Theorem 4 provides a general framework for understanding how and
when the wave packet’s convergence may be “upgraded” to a stronger topology.

A topological space is called a Suslin space if it is the image of a Polish space (a
separable, completely metrizable topological space) under a continuous bijection [69].
As Thomas notes [69], many common separable, locally convex topological vector spaces
(TVS) used in applied analysis are Suslin spaces. For example, separable Frechet, Ba-
nach, and Hilbert spaces are Suslin, as are their duals, and the usual spaces of test
functions (e.g. Schwartz, smooth compactly supported, and holomorphic spaces of test
functions) and the associated spaces of distributions are Suslin. We state Theorem 4 in
generality and then describe its application to the concrete examples of this paper.

If F' is a locally convex Suslin TVS and 2 C R, we say that a vector-valued map u :
Q) — F has bounded image in F if any neighborhood of the origin can be scaled to include
the image [60, p. 8]. Equivalently, supycq |(¥|u(N))| < oo for every linear functional
¢ € F* [60, Thm 3.18]. If F' is a Frechet space, this is equivalent to supyeq |u(X)|, < 0o
for any countable family of seminorms {|-|, }72; that separates points in /" [60, Thm 1.37].
Consequently, in a Banach space one need only check that the image is norm bounded.

Theorem 4 (Convergence in Suslin spaces). Let the hypotheses of Theorem 1 hold
and, given a locally convex Suslin TVS, F, suppose that X — u) has bounded image
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in F. Additionally, suppose there is a continuous embedding i : ® — F* such that
(WD) f) = (f|) when f € F(P*, ¢ € ®, and that i(P) C F* separates points in F.
Given any A\« € int(Q) and ¢ € F*, if u/\) € F and pr(N)(Y|uy) is continuous at A,
then

lim ([ul) = pr(Ae) (Wlus.).

e—0t

Moreover, given 6 > 0 such that I = [A\, — 6, A\ + 6] € int(Q2), if X = pr(N)(P|uy) is
(n,a)-Holder continuous on I with nonnegative integer n and « € [0, 1], then

(@lul)) = pr(A) (@lus. )| = O(F2) + O(e™ log(e),  as e — 07

Finally, the conclusions hold if (1|-) is replaced by any continuous, ps-integrable semi-
norm |- | on F.

Proof. See Appendix A. O

To illustrate the application of Theorem 4, consider the convergence of wave packet
approximations in Section 3.1.2. First, the generalized eigenfunctions of the second
derivative operator are elements of the Frechet space C;°(R) equipped with the countable
family of seminorms |f[;n = supp <y, | fU)(z)|. The generalized eigenfunctions, sines
and cosines normalized so that they are us-integrable, are uniformly bounded in each
of these seminorms. The Schwartz space S(R) C L?(R) defines a separating set of
continuous linear functionals on Cp°(R) via (¢|f) = [p ¢ fdz and this is compatible
with the dual pairing between ®* and ® because f induces a continuous linear functional
on ® in an analogous manner. By Fourier analysis, py(\) is smooth away from A = 0,
so Theorem 4 guarantees convergence in each seminorm: |u)\ lin = pr(A)|urljk. The
conclusion of Theorem 3 is strengthened; the continuity of uy, and its derivatives is
leveraged and each derivative converges uniformly on the compact intervals K,, = [—n,n].

Alternatively, consider the convergence of wave packet approximations for the multi-
plication operator in Section 3.1.1. The generalized eigenfunctions, Dirac delta distribu-
tions, are elements of the space of finite, positive measures on [—1, 1], denoted M ([—1, 1]),
equipped with the topology of weak convergence of measures. This topological vector
space is locally convex and Suslin because it is separable and completely metrizable via
the Lévy—Prokhorov metric [7, p. 72]. Each element of the nuclear space ¢ € C*>°([—1,1])
naturally induces a continuous linear functional on M ([—1,1]) via f_ll ¢(z) dp(z), for all
w € M([—1,1]) and the collection of all such functionals separates points. Therefore,
in regions of the spectrum of the multiplication operator where the density pf()) is
continuous, the wave packet approximations converge weakly in the sense of measures.

3.4 Examples

This section explores the generalized eigenfunctions and spectral measures of differen-
tial and integral operators using the high-order wave packet approximations introduced
in Section 3.2 and studied in Section 3.3.
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Figure 7: A 4*h-order wave packet approximation (left panel) to a generalized eigenfunction of
the perturbed multiplication operator in Section 3.4.1 with A = 0.1 and € = 0.01. The dashed
vertical lines mark the location of the unperturbed operator’s Dirac delta eigenfunctions, i.e.,
the roots of the cubic 23 — 2 — A. The right panel displays a 4'" order approximation to the
spectral measure of the perturbed operator.

3.4.1 Example 3: Integral operator

Consider a trace-class integral perturbation of the cubic multiplication operator in Sec-
tion 2.3.1, given by

1
[Au)(z) = (2 — z)u(z) + / e~ @y (y) dy.
-1
The absolutely continuous spectrum of A fills the unit interval, as in the unperturbed
case. However, the perturbation alters the generalized eigenfunctions and spectral mea-
sures of A. In fact, since the perturbation is a rank-one operator on L?((2), where
Q= (—1,1), the resolvent of A can be computed explicitly with a continuous analogue
of the Sherman-Morrison matrix identity [33,62]. Denoting the unperturbed operator
by A and g(z) = exp(—z2) we calculate that, for z & A(A),
-z —z 1+ (R4(2)9l9)

Considering Stone’s formula, it is clear that while the generalized eigenfunctions of A
are no longer simple combinations of Dirac delta distributions, they remain dominated
by singularities at the roots of the cubic family, 23 — z — A, as before.

The left panel of Figure 7 shows a 4'"-order wave packet approximation to the A = 0.1
generalized eigenfunction of A with smoothing parameter set to e = 0.01. The wave
packet approximation has sharp peaks at the roots of the cubic 23 — 2 — X and these
become taller and narrower as € — 0. A 4" order smoothed approximation to the
spectral measure of A, with respect to ¢(z) = (2 + x) cos(2mx), is shown in the the
right-hand panel. The spectral measure appears to have algebraic singularities at the
endpoints of the spectrum but, in contrast to the unperturbed case, is bounded there
(c.f., right panel of Fig. 1).

Vf e L*(Q).
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Figure 8: Approximations to an even generalized eigenfunction corresponding to A = 8 (right
panel) of a Schrédinger operator with a short-range potential v(z) = —5 cos(z/2) exp(—x2/32)
(left panel), computed using a 4''-order wave packet scheme with ¢ = 0.1 (orange) and a PML
scheme (black).

3.4.2 Example 4: 1D Schrodinger operators

The generalized eigenfunctions of Schrodinger operators, often called scattering states,
play an important role in the theory of quantum mechanical scattering. A one-dimensional
Schrédinger operator with a smooth, integrable potential has the form

d?u

[Aul(z) = —

+ v(z)u, where u € H*(R). (20)
Here, the potential satisfies v € L' (R)NC>(R) and H?(R) indicates the Sobolev space of
functions with two square-integrable weak derivatives. The spectrum of A is absolutely
continuous on the positive real axis with multiplicity m = 2 and the asymptotics of the
associated generalized eigenfunctions as x — +oo are oscillatory [1].

Figures 8 and 9 show 4'"-order wave packet approximations to generalized eigen-
functions of (20) equipped with a short-range and a long-range potential, respectively.
The potential functions are plotted in the left panel of the corresponding figure. Our
numerical scheme (orange curves, right panels) achieves high-order accuracy in both
cases by combining the high-order accurate wave packet approximations and banded,
spectrally accurate discretizations of the resolvent of (20) on the whole real line [11,37].
We compare with approximations computed using a Lippmann-Schwinger formulation
of the generalized eigenvalue problem followed by careful domain truncation with a per-
fectly matched layer (black curves). Approximations based on domain truncation and
asymptotics may converge slowly in the truncation parameter for long-range potentials
like the one in Fig. 9 (left panel).
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Figure 9: Approximations to an even generalized eigenfunction corresponding to A = 5 (right
panel) of a Schrédinger operator with a long-range potential v(z) = —10/(2 + 22) (left panel),
computed using a 4*2-order wave packet scheme with € = 0.1 (orange) and a PML scheme (black).

3.4.3 Example 5: 2D Schrodinger operator

In a two-dimensional planar strip Q@ = {(z,y) : z € R,y € (—1,1)} of unit width with
one unbounded dimension, the Laplacian

—Au = —0*u — 8§u, where u € H*(Q), (21)

has an absolutely continuous spectrum on (72/4,00). The generalized eigenfunctions of
the Laplacian are tensor products of square-integrable transverse modes and generalized
longitudinal modes: given a point A = (27k)2+ (n7/2)? in the continuous spectrum with
real wave number k£ € R and positive integer n > 1, the generalized eigenfunctions have
the form

exp(2mikz) cos(nmy/2), n=1,3,5,...,

(22)

n\T, =
Yen(@,9) {exp(27rz'k:x) sin(nmy/2), n=2,4,6,....

Note that the multiplicity of the spectrum increases as X increases, beginning with m = 2
between 72/4 and 72, m = 4 between 72 and 972 /4, and so on, increasing by 2 at each
eigenvalue of the one-dimensional Laplacian along the transverse direction. Figure 10
shows 4'""-order wave packet approximations to generalized eigenfunctions associated
with A = 7(m — 1) corresponding to the lowest transverse mode (n = 1) and with
A = m(m + 1) corresponding to the lowest odd transverse mode (n = 2).

The spectral measures of the two-dimensional Laplacian can be computed analyti-
cally via Fourier analysis, analogous to Section 2.3.2, and we find that

s (F (VA= tmr/em)) ~ (F(-VA— me2p/en))
pr(N) = nz::l 2R ) Xoz(nr/2)2-

In general, the spectral measure may have singularities at the points (nm/2)? where the
multiplicity changes due to the transverse modes. Figure 11 illustrates how the wave-
packet approximations may be corrupted at points very close to these singularities in the
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Figure 10: Wave packet approximations to the generalized eigenfunctions of the two-dimensional
Laplacian in a strip of unit width, corresponding to A = (7w — 1) (left panel) and A\ = w(7w + 1)
(right panel).
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Figure 11: A 4'"-order wave packet approximation to a generalized eigenfunction of the two-
dimensional Laplacian in a strip of unit width (left panel), corresponding to A = 72 — 0.2, is
corrupted with € = 0.1 due to unwanted contributions from nearby transverse sinusoidal modes
(with spectral parameters A > 72). The spectral measure (right panel) has singularities (dashed
lines) at A = 72/4, the leftmost endpoint of the spectrum, and A = 72, where the transverse
sinusoidal modes appear and the multiplicity of the continuous spectrum jumps from 2 to 4.

measure, as nearby transverse modes cause local phase distortions in the wave packet
approximation that are only removed slowly as € — 0. This is a Fourier analogue of the
phenomenon illustrated in Fig. 3 for the multiplication operator.
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4 Application to Internal Waves

For a bounded, simply connected open set Q@ C R2, the Poincaré problem is the following
evolution problem [9,17,19,57,64]:

9% (0%g 0% 0%g
om (528 + 5+ a3 o) = )

g(x,O) = [atg](x70) =0, g faQZ 0,

(23)

where A € (0,1) and g is the streamfunction. This equation models internal waves in a
stratified fluid within a two-dimensional aquarium driven by an oscillatory forcing term.
Internal waves are key in oceanography and rotating fluids studies [50,63]. ©’s geometry
and the forcing frequency A can concentrate fluid velocity on attractors, a phenomenon
predicted by [52] and confirmed experimentally by [51].

Let —B be the Dirichlet Laplacian on 2, A = —02, and

L=B"'A:H\Q) — H}(Q).

The operator L generates a wave equation equivalent to (23) and A(L) = [0, 1] [57]. Its
spectral type, however, is a complicated matter. Descriptions of singular profiles in the
long-time evolution of (23), along with associated spectral results of L, are accessible via
microlocal analysis [15,19,21,22,68,72,73]. There is also significant study of L in the
Russian literature, where is known as the Sobolev problem. See, for example, [24, 71].
In particular, some domains €2 lead to singular continuous spectra. It is known that if
the forcing frequency meets the Morse-Smale conditions in a neighborhood around A,
the singular profile relates to [21, Theorem 2]

ut = 1%1(14 — (AN —ie)B)lu e HY?7(Q).

The imaginary part of u' corresponds to a generalized eigenfunction, which we can
compute using our method.

Let Q2 be a trapezium and v a randomly chosen function, as shown in Fig. 12. To solve
the linear systems and compute the resolvent, we employ ultraSEM [25], a hp-adaptive
finite element code. The resulting smoothed spectral measures for various e and the 6"
order kernel from Fig. 5 are presented in Fig. 13. The shaded area denotes regions where
the spectrum is known to be absolutely continuous [21]. Here, the spectral measure
has converged. There are additional areas with pronounced oscillations, indicating a
singular spectrum. Fig. 14 plots the computed functions u*, where the spectrum is
locally absolutely continuous around each selected value of A. These are compared to
the internal wave attractors observed experimentally in [35], shown in Fig. 15. The
similarity between these numerical computations and the experimental observations is
striking.
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Figure 12: Left: Random function on a trapezium for which we compute spectral measures.
Right: The function © = Bw.
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Figure 13: Spectral measure of A — AB with respect to the random function v shown in Fig. 12.
The horizontal axis is scaled against frequency, and the spectrum is purely absolutely continuous
in the shaded region.
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A =0.790

Figure 14: The function u® approximated using ¢ = 0.01 and the 6" order kernel. The top

row shows the absolute value of d,,u™, corresponding to the fluid velocity concentration on the
attractor. The bottom part shows the imaginary part of u™, which corresponds to a generalized
eigenfunction. These plots show striking similarity with the experimentally observed attractors

in Fig. 15.

Figure 15: From [35]: Observations of steady-state patterns in terms of harmonic amplitude
(top) and phase (bottom). Reproduced from [35], with the permission of AIP Publishing.

A Proofs of convergence and approximation rates

In this section, we prove the convergence results and approximation rates stated in Sec-
tion 3.3. For clarity, we restate some results before their proof. We begin with an
approximation result for complex Borel measures smoothed by rational convolution ker-
nels (c.f., Section 3.2). Similar convergence rates for smooth measures were derived
by Colbrook et al [14]. We derive a sharper result for non-smooth measures, proving
convergence on the Lebesgue set of the Radon-Nikodym derivative.

Recall that the Lebesgue set of a (possibly complex-valued) integrable function p :
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R — C is the set of Lebesgue points, given by

Ate€ 5 B
() = { A€ R tim oo [ 1) = o] ak =0}

e—0 2¢ —e

The Lebesgue set of an integrable function has full measure and every point of continuity
is a Lebesgue point [65, p. 106].

Lemma 1. Given A € R and § > 0, let p be a Borel measure on R that is absolutely
continuous on the closed interval Q = [ + 6, A + §] with Radon-Nikodym derivative p,
and let K be an mth order kernel for some integer m > 1. It holds that

lim [+ 1)(3) = p(V)] =0 VA€ Lra(o).

Furthermore, let 0 < € < 1 and the total variation norm of p be ||u||. If p € C™*(Q) for
some 0 < a <1 and integer n > 1, then

Ko+ () = p)] < ] {”””C”v%m(lwM)ew nta<m,

(e + &)m+1 Ipllom@y(1+6"™)e™log(l+€et), n+a>m.

Proof. Using the fact that p is absolutely continuous on €2, we partition the convolution
of the measure and calculate that

Ko 1](N) — p(V)] < K.\ =N du(h)|.

[ K= Rpan- p<A>\ n (24)

R\Q

The first term on the right-hand side of (24) vanishes as € — 0 when \ € Q is a Lebesgue
point of p. This follows from Theorem 1.25 in the textbook by Stein and Weiss [66, p. 13],
because K and yqp are integrable and the decay condition in Definition 1 implies that
sup,~ | K (t)] is integrable with respect to A. The second term also vanishes in the limit
¢ — 0, which follows from the decay condition for K in Definition 1 and the fact that
(A ) is a function (with respect to A) of bounded variation so that

m
KA = N du(h)| < - Ce [ om0, aseso,
R\Q [mfZ\eR\Q A= A+ 4 et Jpig
(25)
where |p| is the total variation of u. This establishes convergence at the Lebesgue points
of pasel0.

The derivation of the convergence rates for Holder continuous densities also uses the
partitioned convolution in (24). The first term in the bound in the statement of the
theorem follows directly from (25). The second term in the bound can be computed by
expanding the integrand of the first term in (24) in a Taylor series about A, applying
the vanishing moment conditions on K, and carefully bounding the remainder. The
calculations are identical to the detailed proof of Theorem 5.2 in Appendix A.1 of Col-
brook et al [14], with the exception that [14] focus on probability measures, in which
case ||ul| = 1. O
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The weak convergence of wave packets in Theorems 1 and 2 are corollaries of Lemma 1.

Proof o (f Theorems 1 and 2. In light of Lemma 1, consider the wave packet approxima-
tion, u,’, defined in (19). If the spectrum of A is absolutely continuous on an interval
Q, then the spectral measures [y, are also absolutely continuous there with Radon-
Nikodym derivatives ps 4. By the chain rule, we calculate that (for almost every A € Q)

pr (V) () = pfu)‘ijf(A) —prs(N)  Vocd. (26)

On the other hand, from the spectral theorem for self-adjoint operators on a Hilbert
space we know that (uE\ @) = [Ke* puggl(A). Consequently, Lemma 1 implies that

<u/\ @) = pr(A)(un|p) at every point in the Lebesgue set of ps 4 (Theorem 1) and es-
tablishes convergence rates for Holder continuous densities (Theorem 2). O

To derive appropriate conditions under which the wave packet approximations con-
verge in finer topologies (c.f. Theorems 3 and 4), we carefully reformulate the wave
packet identity in (10) in terms of generalized eigenfunctions and extend it to the rel-
evant topological vector space (TVS). We employ a weak notion of integrability of a
vector-valued map u : S — V with respect to a Borel measure p on a Hausdorff space
S, where V is a locally convex TVS whose dual V* separates points in V. The map u
is called Pettis integrable if, for each measurable set 2 € B(S), there is a ug € V such
that [69]

(tlug) = /Q Clu(N) du(),  forall e V™, (27)

The element ugq is called the Pettis integral of u over Q and we write ug = [, u du(X).
(e)

To begin, we show that the wave packet identity for u,” can be understood via the
Pettis integral of the map A — K.(A — A)us in the locally convex TVS &*.

Lemma 2. Let A : D(A) — H be a selfadjoint operator on a rigged Hilbert space
d C H C &%, where ® is a countably Hilbert nuclear space and AP C ®. Let K be
an mth order rational kernel satisfying (i) — (iii) in Definition 1 and (18), and, given
feD, let ug\e) be the associated wave packet approximation in (19). If {ur}rer C ®* are
the generalized eigenfunctions of A defined in (4), then for each fivred ¢ > 0 and A € R,
the map A — K (M — X)u;\ is pg-integrable with Pettis integrals

/ K( u/\ dus(\) € @, for each Qe BR).

Moreover, each such Pettis integral lies in the image i(H) C ®*, where i : H — ®* is
the continuous injection of H into ®* and, consequently, the equality holds in H.

Proof. Given any Borel set Q C B(R) and A € R, we calculate directly that
(E@Qu?|6) = (B, / K. (A=) dugo(X) = /QKE(/\ — N)(us|@) dusp(N).
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The first equality follows from the compatibility of the inner product on H with the
dual pairing on ®* x ®. The third equality follows from (5), i.e., that (ux|¢) is the
Radon-Nikodym derivative of yr 4 with respect to py. For every A € R, we have that
K\ — X)(uﬂqb} = (K (\— X)u/\|<;5> by linearity of the dual pairing. For each Q € B(R),
the above calculation holds for every ¢ € ®, which shows that A — K\ — S\)U;\ € o
is Pettis integrable with Pettis integral over 2 given by F (Q)u(;) € ®*. By the compat-
ibility between the dual pairing on ®* x ® and the inner product on H, F (Q)ug\e) € o*
clearly defines a bounded linear function on H, corresponding to E (Q)ug\e) € H under
the canonical identification of H with its dual. Therefore, E (Q)u(;) €i(H) C o~ O

To extend the wave packet identity to other locally convex TVS and establish the
convergence claims in Theorems 3 and 4, we will need to demonstrate Pettis integrability
of the map A= K (M — S\)ux in other spaces. For this task, we collect useful criteria for
Pettis integrability on Suslin spaces, due to Thomas [69], in the next lemma.

Lemma 3. Given a locally convexr Suslin TVS V' and a Hausdorff space S with finite
Borel measure p, suppose that uw : S — V has u(S) C V bounded and that, for some
subset W C V* separating points on V, (L|u(-)) is u-measurable for all ¢ € W. Then, u
is Pettis integrable with respect to p in the sense of (27).

Proof. Since u is weakly measurable with respect to the total set W C V*, u is mea-
surable [69, Thm. 1]. Since u(S) C V is also bounded, it is Pettis integrable (c.f. [69,
Cor. 3.1] and [69, Thm. 3]). O

We now prove Theorem 3, i.e., that when H = L?(S,v) and the generalized eigen-
functions satisfy suitable uniform continuity and integrability assumptions, the wave
packet approximations converge uniformly on compact subsets of S. The basic idea
is to show that the wave packet identity holds pointwise on the relevant compact set
K under the hypothesis of Theorem 3 and apply Lemma 1 to each x-slice. The K-
uniformity hypotheses ensure that convergence and convergence rates are uniform over
K. (We can also replace the condition sup, [lux|k|lc(x) < oo with the weaker condition
that [Jux|k|lc(x) is ps-integrable here if we use Bochner integrability, the separability of
C(K), and the Pettis measurability theorem.)

Restatement of Theorem 3 (Uniform convergence on compact sets). Let the hy-
potheses of Theorem 1 hold with H = L?(S,v) for metric space S and strictly positive v.
Given compact domain K C S, suppose ®| is dense in L*>(K,v) and uy is continuous
on K for all X € R with supyeg [|ux|k|lc(x) < 00. Given Ay € int(Q2) and § > 0 such
that I = L)\* — 0, A+ 6] €nt(Q), if (x, ) = pr(Nur|p(x) is K-uniformly continuous on

I and vy’ |k € C(K),

*

lim sup\ug\i)(x) — pr(A)un, (z)] = 0.
e—0Tt zecK

Moreover, if (x,\) = pr(Nun|k(z) is K-uniformly (n,o)-Hélder continuous on I with
nonnegative integer n and o € [0,1], then

supluy) (z) = pr(AJur, (1)) = O(H) + O(™log(e)),  as 0%,
S
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Proof. First, for each € > 0, the map ve : A = Kc(A — A\)uy |k satisfies the criteria for
Pettis integrability in Lemma 3. We have pf(R) < oo and, for each € > 0, v (R)
is a bounded set in C(K) because Kc(\« — ) is bounded and sup,cg |lua|k|lox) <
oo. To verify measurability, note that each ¢ € ®|x defines a linear functional on
C(K) via [ ¢(x)f(x) dv(z). Moreover, the collection of all such linear functionals
separates points in C'(K) because ®|f is dense in L?(K) and L?(K) separates points in
C(K). Now, [, ¢vc(-) dv = (ve(:)|¢) for any ¢ € ®|x because uy is continuous on K.
Since (ve(-)|¢) is pp-integrable by Lemma 2 and, in particular, pp-measurable, we can
apply Lemma 3 to conclude that v, is Pettis integrable on C'(K).

Now, we claim that the Pettis integral of v over R is precisely uE\? |k For each ¢ € ®
with compact support in K, we have that

/ ¢[ [ v dufm] = [ [ o) v dig)

- /R (0e(N)[6) dus (V)
= 10) uf\i) dv.
K

The first equality follows from Pettis integrability of v on C'(K) and the second equality
follows from the continuity of uy on K. The last inequality follows from Lemma 2, the
compatibility of the dual pairing for ®* and ® with the inner product on H, and the fact
that ® has compact support in K so that (ug\e)]@ =[x gbug\e) dv. Since equality holds
for any ¢ € ® with compact support in K and ®|x is dense in L?(K,v), we conclude
that u(i) is equal to the Pettis integral of v, over R at v-a.e. x € K. On the other hand
both uz\i) and the Pettis integral of v, over R are continuous functions on K. Since v is
strictly positive, every open subset of K = D has positive measure and, consequently,
u;* must be equal to the Pettis integral of v. over R at every = € K.

Now, denote the linear functional that evaluates a function in C'(K) at the point x
by 6,. By the definition of the Pettis integral in (27), we have that
ull) (@) = (Gluf?) = /R K (A = N)(8slun) dpip(N) = /R K (A = Nua(@) djag(3).

*

Moreover, wg(2) : @ — [ K (A — MNux(z) dug(N) defines a finite Borel measure on B(R)
for each x € K. We can therefore apply Lemma 1 to each w, to obtain convergence,
uf\? — pr(As)un,, at each o € K. In fact, since the map A — pg(A)uy is K-uniformly
continuous, it is easy to check that the first term in the approximation error in (24)
converges uniformly for all z € K as ¢ — 0. Moreover, since A — w) is bounded in
C(K), it is also K-uniformly integrable with respect to ¢ so that the total variation of
the Borel measures w, is uniformly bounded on K. Therefore the second term in the
approximation error in (24) (c.f., (25)) also converges to zero uniformly for all x € K as
e — 0. Similarly, when A — ps(A)u, satisfies the K-uniformly Hélder conditions, the
convergence rates for the measures w, are uniform for all x € K as ¢ — 0. O
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To prove Theorem 4, i.e., convergence and approximation rates in a locally convex
Suslin TVS F, we use a strategy similar to the proof of Theorem 3. First, we show that
the wave packet ug\e) has the expected generalized eigenfunction expansion in the sense
of a Pettis integral on F'. With the wave packet identity in place, we apply Lemma 1
to obtain convergence and approximation rates under suitable regularity conditions on

A= pr(A)uy

Restatement of Theorem 4 (Convergence in Suslin spaces). Let the hypotheses
of Theorem 1 hold and, given a locally conver Suslin TVS, F, suppose that A — uy has
bounded image in F'. Additionally, suppose that there is a continuous embedding i : ® —
F* such that (i(p)|f) = (f|¢) when f € F(D*, ¢ € ®, and that i(P) C F* separates
points in F. Given any Ay € int(Q) and ¢ € F*, zfug\i) € Fand A € Trep(pr(N)(¥]un)),
it holds that

lim (6]us)) = pr(0) @lun.).
e—0t
Moreover, given § > 0 such that I = [Ax — 0, A\ + 6] € int(Q), if X — pr(X)(¥luy) is
(n, a)-Hélder continuous on I with nonnegative integer n and « € [0,1], then
(S = o) (@lun, )| = O(42) + O(e™ log(e)),  as e — 0.
Finally, the conclusions hold if (1|) is replaced by any continuous, pg-integrable semi-

norm |- | on F.

Proof. First, we claim that, for each fixed € > 0, A — K. (A« — \)u,, is Pettis integrable
on F. Since A — uy has bounded image in F' and K, (A« —-) is a continuous and bounded
scalar function, by Lemma 3, it remains only to verify scalar measurability with respect
to a total set in F*. By the compatibility of dual pairs of ', F* and ®, ®*, we have that

(1(P) [ Ke(A = Aua) = (Ke(A = Aual9),

is py-integrable and, in particular, pr-measurable. This establishes Pettis integrability.

Now, since ug\i) € F, by Lemma 2 and compatible dual pairs we have that for any

6,
(i) = (P) = / Ko=) {urlé) dug(A / K A=A ()] dag(N).

Therefore, uE\? is the Pettis integral of A — K.(\. — A)uy (over R) in F. To conclude
the proof, we apply Lemma 1 directly to the Borel measures defined by

wo(@ = [ Ko =N (wln) dus (3.

For a p¢-integrable continuous seminorm on F', we simply note that Pettis integrability
implies that the seminorm commutes with the integral, so that [69]

i) —/ Ko — Nlual duy (N,

and we can apply Lemma 1 to the induced Borel measure. ]
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